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Abstract

Coronavirus disease 2019 (COVID-19) has impacted public health as well as societal and economic well-being. In the last two
decades, various prediction algorithms and tools have been developed for predicting antiviral peptides (AVPs). The current
COVID-19 pandemic has underscored the need to develop more efficient and accurate machine learning (ML)-based
prediction algorithms for the rapid identification of therapeutic peptides against severe acute respiratory syndrome
coronavirus-2 (SARS-CoV-2). Several peptide-based ML approaches, including anti-coronavirus peptides (ACVPs), IL-6
inducing epitopes and other epitopes targeting SARS-CoV-2, have been implemented in COVID-19 therapeutics. Owing to
the growing interest in the COVID-19 field, it is crucial to systematically compare the existing ML algorithms based on their
performances. Accordingly, we comprehensively evaluated the state-of-the-art IL-6 and AVP predictors against
coronaviruses in terms of core algorithms, feature encoding schemes, performance evaluation metrics and software
usability. A comprehensive performance assessment was then conducted to evaluate the robustness and scalability of the
existing predictors using well-constructed independent validation datasets. Additionally, we discussed the advantages and
disadvantages of the existing methods, providing useful insights into the development of novel computational tools for
characterizing and identifying epitopes or ACVPs. The insights gained from this review are anticipated to provide critical
guidance to the scientific community in the rapid design and development of accurate and efficient next-generation in silico
tools against SARS-CoV-2.
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Introduction
The coronavirus disease 2019 (COVID-19) pandemic has
impacted the society by affecting the global economy, health
services, large- and small-scale industries, travel and tourism
industries and so on. The first coronavirus in humans, identified
in the 1960s, was zoonotic in origin [1, 2]. Few prevalent human
coronaviruses, such as HCoV-229E, HCoV-OC43, HCoV-NL63
and HCoV-HKU1, cause mild upper respiratory symptoms
such as common cold [1, 2]. The severe acute respiratory
syndrome coronavirus (SARS-CoV) and Middle East respiratory
syndrome coronavirus (MERS-CoV), which emerged in 2002
and 2012, respectively, are more pathogenic to humans and
cause life-threatening diseases in children, the elderly and
immunocompromised individuals. Coronaviruses were named
by virologists because of the crown-like appearance of spike
proteins on their surface, similar to the sun’s aura, known as
corona. A team of Chinese researchers led by Xu Jianguo found
that the mysterious virus identified in humans in December
2019 is a novel coronavirus similar to the known viruses
collected from bats [3]. Following the discovery of SARS-CoV-
2, its genetic sequence data were made available within weeks
and it was found to be similar to SARS-CoV, but less fatal. The
high incidence rate, rapid and easy transmission, and long
incubation periods (often without symptoms) of SARS-CoV-2
hinder its detection, tracing and eradication. Although the virus
is commonly referred as coronavirus globally, it was formally
named as novel coronavirus (2019-nCoV) and was subsequently
renamed as SARS-CoV-2 [4].

Like MERS-CoV and SARS-CoV, SARS-CoV-2 primarily infects
the airways, causing symptoms ranging from mild respiratory
infections to severe acute respiratory infections, with the latter
leading to multiple organ dysfunction syndrome (MODS) and
eventual death [5]. Less common symptoms include aches, con-
junctivitis, diarrhoea, headache, loss of smell and taste, skin
rashes and sore throat, whereas the most common symptoms
are dry cough, fever and fatigue. Serious symptoms include
dyspnea, chest pain or pressure, loss of speech or movement,
systemic infection and pneumonia. The World Health Organi-
zation declared COVID-19 as a pandemic on 11 March 2020,
pointing to over 199 million confirmed COVID-19 cases and
4.2 million related deaths (as of 04 August 2021) [6]. Equitable
access to safe and effective vaccines is crucial for ending the
COVID-19 pandemic [6]. As of 16 June 2021, around 22 COVID-19
vaccines are being tested and going into development. However,
fears and concerns surrounding vaccination against SARS-CoV-
2 are gripping the global population. Moreover, the long-lasting
protective effect of these vaccines against SARS-CoV-2 remains
unknown and may not help people who are already infected [7].
Hence, it is crucial to develop appropriate antiviral therapeutic
agents against SARS-CoV-2 within a short period.

Currently, the emergence and re-emergence of viruses has
imposed a serious threat to humans, as the relevant therapeutic
options are quite limited and virus-specific. Few antiviral drugs
show effects against a broad spectrum of viral pathogens; how-
ever, a few viral agents might still show resistance to antiviral
drugs and produce adverse side effects, thereby promoting seri-
ous complications. To mitigate these limitations, the design and
development of antiviral peptides (AVPs) with minimal or no
side effects are necessary. AVPs serve as excellent therapeutic
alternatives because of their role in preventing viral attachment
and replication. The development of peptides as effective ther-
apeutics against newly emerging viral pathogens, particularly
SARS-CoV-2, holds great promise owing to their low molecular
weight, safety, specificity, biocompatibility, low toxicity, fewer

side effects, rapid elimination and efficacy [8, 9]. Clinical studies
of anti-human immunodeficiency virus (HIV) peptide enfuvir-
tide (T20) and hepatitis-C peptide inhibitors, such as boceprevir
and telaprevir, serve as successful peptide models, thus under-
scoring the importance of AVPs as safe and better alternatives
for treating infectious diseases [10, 11]. Computational methods
such as machine learning (ML) are instrumental in rapidly cap-
turing meaningful data from ever-growing big biological data.
Since 2012, several ML approaches have been developed for
predicting AVPs, and they represent a promising field in the iden-
tification of novel and effective antiviral therapeutics. Several
sequence-based ML methods for AVP prediction, including AVP-
pred [12], the methods described by Chang et al. [13] and Zare et al.
[14], AntiVPP 1.0 [15], Firm-AVP [16], PEPred-Suite [17], iAMPpred
[18], AMPfun [19], AMAP [20], MLAMP [21], PPTPP [22], AVPIden
[23], PreAntiCoV [24], ENNAVIA [25] and Meta-iAVP [26], have
been developed. Interestingly, a few of the above-mentioned
methods have been specifically designed for predicting anti-
coronavirus peptides (ACVPs), including PreAntiCoV, ENNAVIA
and AVPIden.

The cytokine storm is an intriguing aspect of SARS-CoV-2
infection [27, 28]. Detection and modulation of proinflammatory
cytokines are essential in the early stages of viral infection.
Recently, proinflammatory cytokines have been found to
play a significant role in COVID-19 progression due to the
aberrant release of circulating cytokines [2, 29–31]. Abnormal
levels of proinflammatory cytokines have been detected in
severely affected patients with COVID-19 showing pulmonary
inflammation, lung damage and MODS [32]. Previous studies
have reported that high levels of proinflammatory cytokines,
such as IL-1β, IL-6, IL-10, IFN-γ , IP10, TNF-α, CRP and MCP1,
were identified in the serum samples of patients with COVID-
19 [33–37]. Notably, IL-6 is considered one of the key players
in viral cytokine storms. IL-6 is an important proinflammatory
cytokine that regulates inflammation, acute phase responses,
haematopoiesis, oncogenesis and specific immune responses
[38–40]. Patients with SARS-CoV-2 infection show high levels of
IL-6 and low levels of suppressor of cytokine signaling-3, which
modulate the negative feedback loop of IL-6, resulting in severe
pneumonia and acute respiratory distress syndrome, eventually
leading to MODS and ultimately death [41–43]. Immune
dysfunction plays a dominant role in COVID-19 and could serve
as a possible therapeutic target. Hence, it is necessary to identify
IL-6-inducing region or peptides to study their mechanism of
action and to develop immunotherapeutic applications. Owing
to the rapid transmission of SARS-CoV-2 and difficulties in
experimental techniques (such as time consumption, cost
effectiveness and labour-intensiveness), computational tools,
such as ML, are required to identify IL-6-inducing peptides for
rapid screening and validation using experimental techniques.
Previously, several ML-based techniques, particularly cytokine-
specific approaches, have been developed in the field of
immunotherapeutics. IFNepitope was developed for predicting
IFN-γ -inducing peptides [44], whereas IL4Pred [45], IL10Pred [46]
and IL17eScan [47] were devised for predicting IL-4-, IL-10- and
IL-17-inducing peptides, respectively. CytoPred is a method that
predicts and further classifies the cytokine family and subfamily
[48]. ProInflam [49] and PIP-EL [50] have been developed for
predicting peptides that induce a group of proinflammatory
cytokines, whereas AntiInflam [51] is a prediction method
for identifying anti-inflammatory cytokines. Although several
computational approaches have been developed for cytokine-
specific methods, prediction of IL-6-inducing peptides using
ML is still nascent. In the recent past, only two methods,
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Assessment of ML-based anti-viral peptide tools 3

Figure 1. Overview of current computational frameworks for AVP or IL-6 prediction. (A) Dataset preprocessing. (B) Feature extraction and optimization. (C) Construction

of the prediction model and web server.

namely IL-6Pred [52] and StackIL6 [53], have been developed
for predicting IL-6-inducing peptides. A general overview of the
present computational frameworks for AVPs/IL-6 is shown in
Figure 1, and the proposed AVP and IL-6 predictor timelines are
shown in Figure 2.

In this paper, we present a comparative analysis of the under-
lying framework of the state-of-the-art computational methods
for anti-coronavirus therapies in terms of the datasets used
along with the feature encoding methods, ML algorithms, cross-
validation (CV) methods and prediction performances. Impor-
tantly, we provide general guidelines for developing robust AVP
predictors that show activity against SARS-CoV (hereafter sim-
ply referred as AVPs) and IL-6-inducing peptide models to over-
come some of the inherent drawbacks associated with the exist-
ing models. Notably, we constructed rationalized independent
datasets to critically assess the robustness and scalability of
existing ML approaches. Furthermore, we discussed the limita-
tions of existing approaches and future viewpoints for improving
the current and forthcoming ML tools. We anticipate that this
review will contribute to the growth and expansion of this field,
assist researchers in the selection of appropriate tools and accel-
erate the development of peptide-based therapeutics against
SARS-CoV-2.

Materials and methods
Construction of an independent test data set

Construction of an independent test dataset is essential to objec-
tively evaluate the predictive performance of state-of-the-art ML
tools. In this review, we evaluated prediction methods for IL-6-
inducing peptides and AVPs using two separate test datasets as
follows.

ACVP and non-AVP dataset construction

Notably, we considered AVPs that showed activity only against
coronavirus as positive samples. The detailed procedure for con-
structing positive samples is as follows: initially, we extracted
185 entries from the DBAASP database [54], which comprises
experimentally validated peptides that show activity against
coronaviruses. Subsequently, we excluded entries containing
N- or C-terminal modifications, non-standard amino acids and
multimeric peptides. This filtering process resulted in 98 pep-
tides. Next, we collected peptides through extensive literature
searches and identified 87 peptides [55–57]. Finally, a total of 125
unique ACVPs were obtained through the DBAASP and literature
searches. In general, if any peptide is present in the existing
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Figure 2. Timeline of the existing computational approaches for AVP prediction (A) and IL-6 peptide prediction (B).

method training dataset, the generated prediction model will
correctly classify the peptide during the evaluation stage. There-
fore, to avoid potential bias, we excluded overlapping peptides
that shared 100% sequence identity with the existing method
training samples. This explains the differences observed in the
ACVP dataset sizes for each method during the evaluation.

Generally, a novel peptide with AVP activity can be identified
from antimicrobial peptides (AMPs), random peptides (RP) and
non-AMPs. Therefore, we carefully constructed non-AVPs by
mimicking the real scenario as follows: (i) we considered RPs
reported by Wei et al. [17, 58] where the authors generated RPs
by re-arranging the residual positions of therapeutic peptides.
Notably, none of the RPs shared 80% sequence identity with
other therapeutic peptides; (ii) recently, Xu et al. [59] retrieved
the peptide sequences from UniProt and excluded the peptides
presenting all possible antimicrobial activities (e.g. anticancer,
AVP, antibacterial and so on) and non-standard amino acids.
Later, using CD-HIT [60, 61], they excluded peptides that shared
>40% sequence identity with AMPs, and the remaining samples
were treated as non-AMPs. The same dataset was used for this
evaluation. (iii) AMPs other than AVPs [herein referred to as
other functional peptides (OFPs)] were extracted from differ-
ent databases and extensive literature searches that resulted
in more than 10,000 peptides. Subsequently, OFPs that shared
>80% sequence identity with AVPs were excluded. Finally, we
combined RPs, non-AMPs and OFPs, excluded the samples that
shared >80% sequence identity with the existing training data
and obtained 2341 non-AVPs (negative samples). Of these, 897,
942 and 502 peptides were RPs, non-AMPs and OFPs, respectively.

IL-6 and non-IL-6-inducing peptide dataset construction

We extracted 434 IL-6-inducing linear peptides and 194 non-IL-
6-inducing peptides from the IEDB database [62], which were

experimentally verified in human and mouse species using
any of three different assays (T-cell, B-cell and MHC ligand).
Subsequently, we excluded peptides with lengths greater than 25
amino acids and peptides overlapping with the existing training
dataset, which resulted in a total of 101 IL-6-inducing peptides.
Similar to the non-AVP samples, we mimicked the actual
scenario for non-IL-6-inducing peptides. To construct non-IL-6
dataset, we first considered only RPs and OFPs from the above-
mentioned dataset. Non-AMPs were excluded because most
sequences had a length greater than 25 amino acids. Later, we
constructed experimentally validated non-IL-6-inducing peptide
sequences (EVS) and peptides that induce proinflammatory
cytokines other than IL-6 (OS). For OS, we extracted experimen-
tally characterized peptides that induce other cytokines (IL-1α,
IL-1β, TNF-α, IL-8, IL-12, IL-17 and IL-18) tested in human and
mouse species. Finally, we obtained more than 12,000 peptide
sequences. After redundancy reduction (CD-HIT of 0.7) with the
existing method training dataset, we obtained ∼1985 sequences.
Of these, RP, OFP, EVS and OS contributed 205, 377, 46 and
1,357 peptides, respectively. A statistical summary of length
distribution and amino acid composition (ACC) in the AVPs and
IL-6 datasets is shown in Figure 3.

State-of-the-art computational predictors for AVPs

In 2012, Thakur et al. [12] developed the first predictor AVPpred.
They constructed two training datasets (T544p + 407n and
T544p + 544n) and two validation datasets (V60p + 45n and
V60p + V60n). In their datasets, positive samples were similar
between the two training datasets and two validation datasets.
However, the first portion of the training and validation
sets (T544p + 407n and V60p + 45n) contained experimentally
verified non-effective AVPs as negative samples. Similarly, the
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Figure 3. Length distribution and AAC of the constructed validation dataset. Length distribution of ACVP/non-AVP samples and IL-6/non-IL-6 samples is shown in (A)

and (C). AACs of ACVP/non-AVP samples and IL-6/non-IL-6 samples are shown in (B) and (D). For the sake of clarity, negative samples were partitioned according to

their function.

second portion (T544p + 544n and V60p + 60n) of the negative
sets included RPs. Several computational predictors have been
developed using these datasets, including AntiVPP 1.0 [15],
DeepAVP [63], the methods described by Chang et al. [13] and
Zare et al. [64], iAMPpred [65], PEPred-Suite [17], Meta-iAVP [26],
FIRM-AVP [66], PPTPP [22] and ENNAVIA [67]. However, only a few
methods have been developed using their own datasets, includ-
ing AMPfun [19], AMAP [20], iAMPpred, PreAntiCoV, AVPIden and
MLAMP [21]. In addition to antiviral prediction, almost half of
the methods (iAMPpred, AMAP, AMPfun, PEPred-Suite, PPTPP,
ENNAVIA and MLAMP) can predict other peptide functional
activities. A comprehensive survey of most of these methods,
including benchmark datasets, feature encoding schemes,
ML classifiers, and training and validation performances, has
been presented elsewhere [68]. Table 1 summarizes the current
AVP computational approaches according to the tool name,
employed ML algorithm, training and independent dataset size,
utilized feature encodings, performance evaluation strategy,
feature selection methods, reported accuracy (ACC), web server
availability and additional function prediction. The following
sections highlight the four most recent AVP prediction methods
that have included ACVPs in their analysis: PreAntiCoV, AVPIden,
AMPfun and ENNAVIA.

PreAntiCoV

Pang et al. [24] proposed the first AVP predictor specifically
designed to identify ACVPs based on sequence information.
First, they constructed a positive sample containing 137 unique
ACVPs. Of these, 99 sequences were experimentally verified

and were retrieved from the AVPdb database; the remaining
38 sequences were putative functional peptides. Second, they
selected 70% of the positive samples (95 peptides) to develop four
prediction models with the same positive samples but differ-
ent negative sets, including 1399 AVPs without anti-coronavirus
activity (AVPs_Wo_ACVPs), 3746 peptides with various antimi-
crobial functions other than antiviral activity (non-AVPs), 3485
RPs without antimicrobial activity (non-AMPs) and a combina-
tion of AVPs_Wo_ACVPs + non-AVPs + non-AMPs (8535 pep-
tides). The rationale for constructing four models is to under-
stand how well a classifier can discriminate between positive
and negative samples.

Notably, all four models were trained in a similar manner
using different optimal feature sets. The authors employed five
different feature-encoding schemes, including AAC, dipeptide
composition (DPC), pseudo AAC (PseAAC), physicochemical
properties (PCPs) and the composition of k-space amino acid
group pairs (CKSAAGP), to encode diverse peptide sizes into
a fixed length of features. All these features were linearly
combined to obtain a 527-dimensional feature vector. The
optimal feature set was then identified using the Wilcoxon rank-
sum test. Specifically, the optimal feature set differed among
the four datasets. As the dataset was massively imbalanced
between the positive and negative samples, they employed two
approaches (NearMiss undersampling technique and balanced
RF techniques) using the optimal feature set, trained the model
using 5-fold CV and later selected the best model with the
highest sensitivity (Sn). Subsequently, the resultant models
using the two approaches were compared, and the best model
was selected.
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PreAntiCoV was developed as a two-stage approach based
on the observations for four prediction model performances.
The first stage identifies whether a given peptide belongs to an
AMP or a non-AMP, whereas the second stage identifies ACVPs
from the predicted AMP. To execute the two-stage approach, two
models were trained using entirely different datasets: (i) non-
AMPs were considered negative samples, and peptides belonging
to ACVPs, AVPs_Wo_ACVPs and non-AVP were considered
positive samples (AMPs). (ii) ACVPs were considered positive
samples and two datasets (AVPs_Wo_ACVPs and non-AVP) were
considered negative samples. PreAntiCoV achieved Matthews
Correlation Coefficient (MCC) and AUC values of 0.822 and
0.972, respectively, during an independent test on stage 1.
Similarly, Sn, specificity (Sp) and MCC of 0.738, 0.855 and 0.223,
respectively, were achieved during stage 2 independent tests.
The standalone version of PreAntiCoV is publicly available at
https://github.com/poncey/PreAntiCoV.

The group that developed PreAntiCoV proposed a novel
scheme for identifying AVPs using the ML approach, namely
AVPIden [23]. In this method, the authors proposed a double-
stage ML prediction scheme for predicting AVPs and char-
acterizing their functional activities against different viruses
in parallel at the levels of both family (Coronaviridae, Retro-
viridae, Herpesviridae, Paramyxoviridae, Orthomyxoviridae
and Flaviviridae) and species (feline immunodeficiency virus,
HIV), hepatitis C virus, human parainfluenza virus type 3
(HPIV3), herpes simplex virus type 1 (HSV1), influenza A virus
(INFVA), respiratory syncytial virus and SARS-CoV. Initially, AVP
sequences were retrieved from various databases such as AVPdb
[69], dbAMP [70], DBAASP [54], DRAMP [71] and HIPdb [72]. The
positive dataset comprised 2662 sequences targeting different
viruses. The negative dataset comprised both non-AMPs and
non-AVPs (AMPs without antiviral activities) with 5116 and 4979
sequences, respectively. The sequences were vectorized using
peptide descriptors, including AAC, DPC, CKSAAGP, PseAAC and
physicochemical features, which were further used to construct
a double-stage classifier. In the first-stage classifier, AVPs are
distinguished from non-AVPs and then fed into the second
classifier for functional characterization of several viruses. To
overcome the limitation of class imbalance, an imbalanced
learning strategy was implemented to improve prediction
performance. Furthermore, the Shapley value explanation was
employed to identify critical peptide features for antiviral func-
tions. In the first-stage classifier, two models were developed
with the same positive samples and different negative samples
(non-AMP _only and non-AVPs_included). In the non-AMP only
dataset, RF achieved the best performance with an ACC of
98.58 ± 0.18, whereas the RF classifier constructed with another
negative set achieved an ACC of 94.44 ± 0.26. In the second-stage
classifier, performance metrics at the family level with balanced
RF were above 80% for all viral families except Orthomyxoviridae
Sn metric. Similarly, performance metrics at the species level,
except for the Sn metrics of INFVA and SARS-CoV, were above
80% for all viral species. A user-friendly web interface is publicly
accessible at https://awi.cuhk.edu.cn/AVPIden/#/.

ENNAVIA

Timmons et al. [25] proposed a novel predictor, ENNAVIA.
It contains four prediction models (ENNAVIA-A, ENNAVIA-B,
ENNAVIA-C and ENNAVIA-D), of which two (ENNAVIA-A and
ENNAVIA-B) predict AVPs and the remaining two (ENNAVIA-
C and ENNAVIA-D) predict ACVPs. Here, we briefly discuss
the implementation protocol of ENNAVIA. First, the authors

employed AVPpred datasets (Table 1) and named them as
ENNAVIA_A and ENNAVIA_B. Second, they extracted 137 ACVPs
from PreAntiCoV and further considered them as positive
samples for ENNAVIA-C and ENNAVIA-D. The negative samples
for ENNAVIA-C and ENNAVIA-D were the same as those used
in ENNAVIA-A and ENNAVIA-B. Notably, they excluded peptides
with <7 and >40 residue lengths and only considered peptides
with a range of 7–40 amino acid residues for each dataset. Using
these four datasets, they explored different feature encoding
schemes, including AAC, DPC, tripeptide composition (TPC), g-
gap DPC (with g set to 1–3), g-gap TPC (with g set to 3 and 4),
conjoint triad, composition transition and distribution (CTD),
PAAC, PCP and amino acid index (AAI). All these features were
combined linearly and trained using a neural network classifier
for the final prediction. ENNAVIA-A and ENNAVIA-B achieved
ACCs of 0.913 and 0.959, respectively. ENNAVIA-C achieved ACC,
Sn, Sp and MCC of 0.950, 0.916, 0.960 and 0.87, respectively.
The corresponding performances for the ENNAVIA-D dataset
were 0.973, 0.898, 0.988 and 0.910, respectively. This webserver is
publicly accessible at https://research.timmons.eu/ennavia.

AMPfun

AMPfun is a two-stage ML framework designed to identify AMPs
and their functional activities [19]. Three steps were involved
in each stage of its implementation: feature calculation, fea-
ture selection and application of ML algorithms. A sequential
forward selection algorithm was utilized for feature selection.
Training, testing and independent datasets were constructed
based on seven AMP functional activities, including antipara-
sitic, antiviral, anticancer, targeting mammals, antifungal, tar-
geting gram-positive bacteria and targeting gram-negative bac-
teria. The number of sequences for antiviral functional activity
was collected from APD3, ADAM and AVPdb databases, with
the following statistics: training set, positive (1400) and negative
(2451) samples; testing set, positive (601) and negative (1374)
samples; and independent testing set, positive (601) and negative
(1374) samples. Features were divided into three types: binary
profiling of amino acid position [n-gram binary profiling of
position as determined by counting (NCB), n-gram binary pro-
filing of position as determined by t-test (NTB) and motif-based
binary profiling of position (MB)], AAC and physical–chemical
properties (PSeAAC and CTD). For antiviral activity prediction,
4075 features were used. Three ML classifiers, including RF, SVM
and decision tree (DT), were assessed based on 10-fold CV, and
the RF classifier was selected as the best ML prediction method.
A sequential forward selection algorithm was used to extract
the key informative features linked with the functional activi-
ties of AMPs. In total, 1130 features [NTC, n-gram composition
determined by t-test (918) + AAC (20) + MB (186) + NCB (6)] were
selected for antiviral activity prediction. The performance of the
RF classifier in terms of AUC with the selected features using 10-
fold CV for antiviral activity predictions was 0.9692 and 0.9404
for the training and testing datasets, respectively. Similarly, the
independent testing results showed an AUC of 0.940 with respect
to the antiviral model. The proposed framework was imple-
mented as a web server that is publicly available at http://fdbla
b.csie.ncu.edu.tw/AMPfun/index.html.

State-of-the-art computational methods for
IL-6-inducing peptide prediction

Focusing only on IL-6-inducing peptides, two prediction models
have been reported recently, namely IL-6Pred [52] and StackIL6
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[53]. A brief description of these two methodologies is provided
below.

IL-6Pred

Dhall et al. [52] proposed the first IL-6 prediction method, IL-
6Pred, in 2020. First, the authors constructed benchmarking
datasets using information collected from the IEDB database,
where IL-6-inducing peptides (experimentally verified in human
and mouse species) were considered as positive samples, and
experimentally validated peptides inducing proinflammatory
cytokines other than IL-6, such as IL-1α, IL-1β, TNF-α, IL-8, IL-
12, IL-17 and IL-18, were considered as negative samples. Sub-
sequently, they used 80% of the data (292 IL-6-inducing and
2393 non-IL-6-inducing peptides) to train the prediction model
and the remaining data (73 IL-6 and 598 non-IL-6) for external
validation. Using the training data, they extracted 15 different
feature encodings (AAC, DPC, TPC, atomic and bond composi-
tion, residue repeat information, distance distribution of residue,
Shannon entropy of protein, amino acids and PCP, conjoint triad
calculation, CTD, PAAC, amphiphilic PAAC, quasi-sequence order
and sequence order coupling number), integrated them in a
linear fashion and obtained 9149 features. Subsequently, a fea-
ture selection technique called SVC-L1 was applied to identify
186 critical features, ∼2% of the original features. Finally, they
employed six different classifiers and trained their respective
models using 186 features. The DT, random forest (RF), logis-
tic regression (LR), k-nearest neighbors, Gaussian naïve Bayes
(GNB) and extreme gradient boosting (XGB) achieved ACCs of
84.47, 75.79, 77.13, 58.62, 85.48 and 86.29%, respectively, during
5-fold CV. The corresponding performances for independent
validations were 84.20, 73.23, 75.26, 55.73, 84.50 and 84.65%,
respectively. Notably, the performances of the three classifiers
(DT, GNB and XGB) were similar regardless of the validation
and were significantly better than the remaining classifiers.
Although the reported metrics for IL-6Pred were excellent, we
observed that most models were biased toward the larger class.
Hence, it achieved a higher Sp and lower Sn. Furthermore, the
authors reported six different prediction models with the top 10
features and slightly lower ACC than those mentioned above. All
six models are available on their webserver at https://webs.iiitd.e
du.in/raghava/il6pred/.

StackIL6

Phasit et al. proposed StackIL6 using the same IL-6Pred dataset
but with different approaches. In StackIL6, the authors employed
five different encodings, including AAC, DPC, CTD, gap DPC
(CGAP) and PCPs. CGAP was used with five different parameters
to retrieve five features. The CTD was split into three individual
components to obtain three distinct features. Notably, AAC, DPC
and CTD were already employed in IL-6Pred, whereas CGAP and
PCP were applied for the first time in IL-6-inducing peptide
prediction. Moreover, they used an undersampling approach to
handle the imbalanced training dataset. Specifically, 10 different
training datasets were generated with an equal number of the
same positive but different negative samples. For each balanced
dataset, 60 baseline models were generated (12 feature descrip-
tors × 5 ML classifiers). ML classifiers included an extra tree, LR,
multilayer perceptron, RF and SVM. In total, 600 baseline models
were generated, and nine essential baseline models were iden-
tified using the GA-SAR algorithm, whose predicted probability
values were trained with RF for the final prediction. StackIL6
achieved balanced accuracy (BACC), Sn, Sp and MCC of 0.942,

0.887, 0.997 and 0.890, respectively, during training. The corre-
sponding metrics for the independent validations were 0.795,
0.849, 0.741 and 0.393, respectively. The reported metrics were
significantly better than those of IL-6Pred. However, we observed
that StackIL6 could not reproduce the training performance
in independent validation (MCC 0.890 versus MCC 0.393), thus
questioning its robustness. This webserver is publicly accessible
at http://camt.pythonanywhere.com/StackIL6.

Performance evaluation

We applied five commonly used metrics to evaluate model per-
formance comprehensively [73–75], including Sn, Sp, ACC, BACC
and MCC. The definition of each metric is as follows:

⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

ACC = TP+TN
TP+TN+FP+FN

Sn = TP
TP+FN

Sp = TN
TN+FP

BACC = Sn+Sp
2

MCC = TP×TN−FP×FN√
(TP+FP)×(TP+FN)×(TN+FP)×(TN+FN)

,

where TP, FP, TN and FN denote the number of true positives,
false positives, true negatives and false negatives, respectively.

Results and discussion
Performance evaluation of AVP predictors based on an
independent validation dataset

We considered only publicly accessible tools for comparative
assessment of existing ML-based AVP methods. These tools
included PEPred-Suite, Meta-iAVP, FIRM-AVP, ENNAVIA, AMPfun,
AVPIden and iAMPpred. Notably, the ENNAVIA method includes
four prediction models (ENNAVIA-A, ENNAVIA-B, ENNAVIA-C
and ENNAVIA-D), and all of these were considered for evaluation.
We also included the PreAntiCoV standalone version in the com-
parative evaluation owing to its earliest development. However,
we faced difficulties in installing the program; hence, the values
reported for PreAntiCOV were based on personal communication
(Yuxuan Pang, The Chinese University of Hong Kong). Notably,
most of the training datasets for existing AVP methods include
only a small portion of ACVPs while developing their respective
models. Therefore, it would be interesting to determine whether
a general AVP method can predict ACVPs.

As mentioned in Methods section, we excluded validation
samples that overlapped with the existing methods. Thus, the
number of positive samples varied among the methods, but the
number of negative samples remained constant for most meth-
ods (except AMPfun). Furthermore, the ENNAVIA method can
only handle sequences with 7–40 amino acid residues. Notably,
none of the sequences in our validation set was <7 residues, and
several sequences were >40 residues. Therefore, in this case, we
considered only the first 40 residues to evaluate the ENNAVIA
prediction models. During our evaluation, each tool parameter
(predicted probability value cut-off) was set to the corresponding
recommended configurations or to the default cut-off if no
recommendations were provided.

As the dataset was imbalanced, we ranked the AVP prediction
methods according to MCC, as recommended [76]. Table 2 shows
that ENNAVIA-D achieved the best performance, with an MCC,
ACC, Sn, Sp and BACC of 0.350, 0896, 0.639, 0.908 and 0.773,
respectively. Surprisingly, the second-best method, AMPfun,
showed the same BACC as ENNAVIA-D. However, the MCC was
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Table 2. Performance of various methods with the ACVP/non-AVP
validation dataset

S. No Methods
(positive
samples)

MCC ACC Sn Sp BACC

1 ENNAVIA-D 0.350 0.896 0.639 0.908 0.773
2 AMPfun 0.236 0.768 0.779 0.767 0.773
3 ENNAVIA-B 0.219 0.864 0.481 0.882 0.682
4 AVPIden 0.107 0.611 0.800 0.607 0.704
5 PreAntiCoV 0.067 0.727 0.452 0.735 0.593
6 iAMPpred 0.004 0.656 0.339 0.670 0.505
7 ENNAVIA-C −0.017 0.329 0.648 0.314 0.481
8 Meta-iAVP −0.049 0.477 0.400 0.481 0.440
9 PEPred-Suite −0.141 0.403 0.255 0.410 0.332
10 ENNAVIA-A −0.183 0.343 0.222 0.348 0.285
11 Firm-AVP −0.220 0.354 0.118 0.365 0.241

∼12.0% lower than that of ENNAVIA-D. ENNAVIA-B, the third-
best method, achieved a good performance similar to AMPfun.
The remaining eight methods (AVPIden, PreAntiCoV, iAMPpred,
ENNAVIA-C, ENNAVIA-D, Meta-iAVP, PEPred-Suite and Firm-
AVP) achieved an MCC of less than 0.11, indicating that the
practical application of these methods is quite limited. The
PreAntiCoV method was anticipated to perform better because
it was designed explicitly for ACVP prediction using the two-
step framework. Unfortunately, it did not perform well in our
evaluation, incorrectly classifying both ACVPs and non-AVPs.
AVPIden, the most recent method, employed a spectacular
and novel approach for identifying AVPs activities. Notably,
our reported value for AVPIden was based on AVPs functional
activities. Unexpectedly, this method also failed in evaluation.

Notably, the top three methods included one method
(ENNAVIA-D) specifically designed to predict ACVPs and two
methods (AMPfun and ENNAVIA-B) that predict AVPs with
different activities. Surprisingly, two general AVP prediction
methods significantly outperformed PreAntiCoV, which was
specifically designed to identify ACVPs. Generally, a program
that reduces false positive rates can be useful to experimental
researchers by saving time and costs. Considering this view-
point, we included diverse negative samples in the validation
dataset. Table S1, see Supplementary Data available online
at http://bib.oxfordjournals.org/, shows that ENNAVIA-B and
ENNAVIA-D consistently achieved superior performance (less
false positive rate) regardless of a different dataset compared
with AMPfun. We anticipated that AMPfun might perform better
in reducing the false-positive rates, because it was trained using
a vast training dataset (10-fold larger than ENNAVIA-D) and a
two-stage approach. However, it ranked third, indicating that
model robustness does not depend on the size of the training
dataset.

Next, we compared the ENNAVIA-B and ENNAVIA-D meth-
ods in terms of data size and strategies. The training samples
of ENNAVIA-B and ENNAVIA-D employed the same negative
samples (non-secretory peptides), but different positive sam-
ples, where ENNAVIA-B and ENNAVIA-D employed AVP activ-
ity against different viruses and ACVPs, respectively. However,
the model development strategy was similar between the two
methods. Notably, the other three methods (PEPred-Suite, Firm-
AVP and Meta-iAVP) employed in this evaluation used the same
ENNAVIA-B training dataset. Unexpectedly, all these methods
failed in our evaluation because of over-optimization or limited
feature usage.

Comparison of validation samples with ENNAVIA-D
training samples

To determine the reason for the superior performance of
ENNAVIA-D, we used the two-sample logo and computed
the statistically significant amino acid residues representing
relative abundance in the sequence between positive ACVPs
and negative non-AVPs. Notably, we combined the first 10
residues from the N-terminal and the last 10 from the C-
terminal for ENNAVIA-D (Figure 4A) and the validation set
(Figure 4B). We observed that ‘N’ at five positions (3rd, 7th,
8th, 10th and 12th), Y at the 18th position and F at the 19th
position were enriched and shared a similar location between
the validation set and ENNAVIA-D dataset. Similarly, ‘P’ at six
positions (2nd, 5th, 12th, 15th, 17th and 18th) and ‘R’ at the 4th
position was depleted and shared between the validation set and
ENNAVIA-D datasets. Overall, we observed the position-specific
amino acid information at several highly varied positions and
found that only few positions were overlapped. For instance, ‘E’
was enriched at several validation dataset positions, but this
residue was not enriched in the ENNAVIA-D training dataset at
any position. Previously, we evaluated the 4mC site and 6mA
site prediction methods using a standard validation dataset
[77, 78] and observed that a stretch of nucleic acids shared
a similar location between validation and training samples,
leading to the superior performance of the method. In contrast
to previous studies, we did not observe any similarity in
motif characteristics between the validation and ENNAVIA-
D datasets. Therefore, we cannot conclude that the superior
performance of ENNAVIA-D is due to partial overlapping
information.

The other possible reason could be the implementation of
a novel computational approach. In ENNAVIA-D, the authors
employed a small high-quality training dataset and generated
a 6397-dimensional feature vector by integrating multiple fea-
ture encodings capturing the local and global information of
the peptides. Subsequently, the NN was trained with a 6397-
dimensional feature vector, and the final model was developed.
Notably, the feature dimension employed in ENNAVIA-D was
nine times larger than the size of the dataset. We anticipate
that a high-quality training dataset and a vast feature dimension
with a greater discriminative ability to capture the character-
istics between ACVPs and non-AVPs resulted in the improved
performance.

Performance evaluation of existing IL-6-inducing
peptide predictors based on an independent dataset

We considered two publicly available IL-6-inducing peptide pre-
dictors (StackIL6 and IL-6Pred) and one general proinflammatory
cytokine predictor (PIP-EL) for this evaluation. IL-6Pred con-
tains five models (IL-6Pred_RF, IL-6Pred_DT, IL-6Pred_XGB, IL-
6Pred_LR and IL-6Pred_GNB), and all models were used for the
evaluation. Table 3 shows that IL-6Pred_XGB managed to achieve
the top spot, with MCC, ACC, Sn, Sp and BACC of 0.094, 0.266,
0.950, 0.231 and 0.591, respectively. IL-6Pred_DT ranked second
with the corresponding scores of 0.077, 0.420, 0.772, 0.403 and
0.587, respectively. In contrast, StackIL6 and PIP-EL showed poor
performance, with MCC scores well below 0.025. Overall, it is
evident from Table 3 that all the existing methods showed a
mediocre performance, with MCC scores well below 0.1. It is
worth mentioning that all predictors showed an excellent ability
to identify IL-6 peptides but failed to predict non-IL-6 peptides
correctly (Table S2, see Supplementary Data available online at
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Figure 4. Statistically significant position-specific composition between positive and negative samples. A and B, respectively, represent the ENNAVIA-D training and

validation datasets. C and D, respectively, represent the IL-6pred training and validation datasets.

Table 3. Performance of various methods with the IL-6/non-IL-6
validation dataset

S. No Methods MCC ACC Sn Sp BACC

1 IL-6Pred_XGB 0.094 0.266 0.950 0.231 0.591
2 IL-6Pred_DT 0.077 0.420 0.772 0.403 0.587
3 IL-6Pred_RF 0.072 0.250 0.921 0.216 0.568
4 StackIL6 0.023 0.212 0.861 0.179 0.520
5 IL-6Pred_LR 0.017 0.407 0.644 0.394 0.519
6 PIP-EL 0.011 0.154 0.901 0.116 0.508
7 IL-6Pred_GNB −0.009 0.298 0.703 0.278 0.490

http://bib.oxfordjournals.org/). This kind of biased class predic-
tion will mislead experimentalists when identifying putative
IL-6-inducing sites, thereby limiting the practicality of these
methods.

Furthermore, we compared the IL-6pred training dataset
with our validation set in terms of position-specific amino acid
positions to understand the problem present in the existing
dataset. Figure 4C and D show that ‘L’ at four locations (4th,
5th, 14th and 19th), and ‘N’ at two positions (9th and 14th)
was enriched at similar locations between the two datasets.
However, none of the amino acids shared similar sites in
non-IL-6-inducing peptides between the two datasets. This
is not surprising because the existing method employed a
negative dataset containing only partial proinflammatory
cytokine information and excluded experimentally validated

non-IL-6-inducing peptides. This indicates that all current
approaches suffer a high false-positive rate when testing
using diverse non-IL-6 samples. This analysis demonstrates
that the negative samples of training datasets in the existing
methods have a severe problem that needs to be addressed
promptly.

Shortcomings of existing predictors and
future perspectives for improving the
prediction performance of therapeutic
peptides against SARS-CoV
ENNAVIA-D showed the best performance with the correct clas-
sification of ACVPs from non-AVPs. Unfortunately, we encoun-
tered several limitations during our evaluation, which are as
follows: (i) it can only handle sequences within 7–40 amino
acid residues in length; (ii) the ENNAVIA-D web server cannot
handle more than 100 sequences in a single run and sometimes
returns an error which makes it difficult to use. In the case
of IL-6 prediction methods, existing predictors showed under-
performance during our validation, which is directly related to
issues in the training dataset. Thus, the existing methods are
not suitable for mapping IL-6-inducing peptide regions from
different SARS-CoV-2 proteins.

Addressing the shortcomings of existing methods and
developing novel computational tools with increased robustness
and practical applicability is a rather challenging task. However,
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Figure 5. A feasible computational framework designed for the future development of (A) AVP and (B) IL-6-inducing peptide predictors.

we provide directions that may be helpful to researchers while
creating a new model. Several models (Meta-iAVP, PTPP and
ENNAVIA) have recently utilized the same AVPpred dataset
constructed in 2012 [12]. Since 2012, AMP databases, including
DBAASB [54], APD [79] and DRAMP [71], have been regularly
updated, resulting in several hundreds of AVPs. Initially, these
data should be pre-processed to construct non-redundant
positive samples. While creating negative samples, researchers
should consider peptides from different sources, including non-
secretory peptides, RPs and OFPs. This tedious data collection
and pre-processing will facilitate the development of a golden
standard benchmarking dataset. Second, the development of
a prediction model by utilizing high-quality training data is
essential to identify whether a given peptide is an AVP or a
non-AVP. Apart from merely classifying AVPs and non-AVPs,
additional information may attract experimental researchers.
Recently, Qureshi et al. [80] reported AVP-IC50Pred, which
predicts AVP activity at the half-maximal inhibitory concen-
tration (IC50). Thus, a new computational method that focuses
on integrating these two predictors, i.e. AVP (classification)
and IC50 (regression), into a single framework (Figure 5A)
using different approaches would add more value to AVP
research.

Unfortunately, none of the IL-6-inducing peptide prediction
methods matched the practical applicability. The dataset used
for model building has the following major problems. (i) When
considering specific proinflammatory cytokines (such as IL-6 or
IL-10 inducing peptides), both experimentally verified positive
and negative samples were available in IEDB [62, 81]. However,

the existing methods employed only specific cytokines (IL-6) as
positive samples and considered a small number of cytokines as
negative samples. In future studies, we recommend considering
all possible cytokines (other than IL-6) as negative samples along
with the experimentally validated non-IL-6 samples. (ii) Gener-
ally, negative samples are much larger than positive samples.
Therefore, the class imbalance problem should be solved using
different approaches, as reported previously [24, 50, 82] rather
than by excluding a portion of the negative samples, as employed
in StackIL6.

Based on our observations, we suggest a two-layer approach
for identifying IL-6 or any cytokine-specific inducing peptides to
overcome the limitations of the existing methods (Figure 5B).
In the first layer, a prediction model should be developed
using the dataset containing IL-6-inducing peptides as positive
samples and peptides inducing proinflammatory cytokines
other than IL-6, RPs and OFPs as negative samples. Such
dataset preparation will help predict whether a given peptide
has the potential to induce IL-6, even if the query sequence
is from multiple resources, such as AMPs and RPs. The
second layer develops a prediction model using the same
first-layer positive sample and experimentally validated non-
IL-6. It predicts whether the first layer-predicted IL-6 has
been experimentally validated. This two-layer approach can
significantly reduce the false positive rate and enhance model
robustness and practical applicability. Besides the IL-6-inducing
region, computational researchers should focus on mapping all
possible proinflammatory cytokines inducing regions from viral
proteins. Such predictors would be more exciting and beneficial
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for experimentalists to map all possible cytokine regions, even
in the scenario of emergence of a new virus in the future.

The application of rigorous computational approaches is
essential for the development of a prediction model. Here, we
found that several existing ML predictors (Meta-iAVP, Firm-
AVP and PEPred-Suit) use the same AVPpred dataset, but
different approaches showed poor performance. Nevertheless,
ENNAVIA-B (developed with the AVPpred dataset) achieved a
comparatively good performance, which could be attributed to
its novel computational approach. Recently, several rigorous
and classical computational frameworks have been proposed
to identify different sequence-based functions [83–85]. Utilizing
such strategies may improve the prediction model (AVP or IL-6)
performance. First, deep learning (DL) has recently emerged
as a robust ML algorithm that automatically learns suitable
feature representations from the training data [86–90]. However,
larger training samples are required for a reliable and robust
performance. In future studies, computational biologists may
consider DL approaches based on the size of the training dataset.
Second, employing multiple feature encodings and classifiers
is highly recommended compared with single feature-based
models [23, 91–96]. Third, integrating multiple classifiers using
an ensemble approach, a stacking approach and a meta-
predictor can combine the strengths of individual classifiers
and improve the prediction performance [74, 75, 97, 98].
Finally, exploration and comparison of different computational
approaches on the same dataset are necessary for selecting the
best method [99]. Furthermore, providing the best model as a
user-friendly web server will help experimentalists minimize
the time and cost involved in the experimental approaches.

Conclusions
In the last two decades, the emergence and re-emergence
of viruses have significantly affected socioeconomic welfare,
thus forewarning us about our incompetence in dealing with
viral pandemics. Furthermore, new viral pathogens are highly
likely to emerge, thus necessitating novel countermeasures. The
COVID-19 crisis has rekindled antiviral research, as antiviral
drugs serve as essential therapeutic alternatives [57]. It is already
evident that SARS-CoV-2 has a greater mutation frequency,
which makes it resistant to the current antiviral drugs. AVPs are
one of the most promising anti-SARS-CoV-2 therapeutic options
owing to their ability to overcome drug resistance by causing
minimal sequence alterations in pace with viral mutations
or by combining with conventional therapeutics [57, 100].
Furthermore, the cytokine storm syndrome is considered the
main cause of mortality in patients with severe COVID-19 due to
the triggering of a strong immune response [29]. IL-6 serves as
the best biomarker for studying the severity of COVID-19 disease
[101–104]. Similar to experimental methods, computational
tools require a series of external validations and refinements.
In this review, we comprehensively assessed state-of-the-art
ML prediction algorithms, that is AVP prediction tools and IL-
6-inducing peptide prediction tools. To perform an unbiased
evaluation, we constructed two independent validation datasets
to benchmark all existing ML tools. Our comparative analysis
showed that ENNAVIA-D is the best ML predictor tool for
identifying ACVPs among all 11 existing predictors. Although
IL-6Pred_XGB was ranked at the top among IL-6 prediction
methods, its performance was marginally better than random
prediction, thus limiting its practical usage. This study will guide
computational biologists in the design and development of

robust and improvised ML prediction algorithms against SARS-
CoV-2 and other viral infections. We also anticipate that it will
provide directions for a wider research group in the field of
immunotherapy and vaccine development targeting SARS-CoV.

Key Points
• We systematically evaluated the performance of

existing AVPs and IL-6-inducing peptide predictors
using their respective standard validation/indepen-
dent datasets.

• ENNAVIA-D is the best method for ACVP identifica-
tion. However, the existing tools are unsuitable for
identifying IL-6-inducing peptides.

• This study provides valuable guidance to researchers
interested in developing cutting-edge bioinformat-
ics tools for identifying ACVPs and IL-6-inducing
peptides.
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